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Abstract

The increasing crime rate of the United States in the 21st century has triggered significant attention. In

this project, we created a model to predict the crime rate based on multiple socioeconomic variables. We

conducted initial visualization of the crime rate dataset with various plots, followed by model selection,

model interaction, and cross-validation. With these methods, we selected an optimal model to predict the

crime rate in counties. Subsequently, we used model diagnostics to determine whether the selected model

needed further transformation before excluding existing outliers.

Introduction

The crime rate in the United States has been declining since 1990. This pattern continued until 2015 when

crime rates started to gradually climb and increased significantly in 2020[1]. Between 2019 and 2020, the

murder rate rose 30% in the United States based on the CDC database[2]. As the crime rate keeps

growing, more people became concerned about this issue and require an accurate crime rate anticipation

model. The fundamental goal of this project is to gain insights to anticipate the crime rate in different

cities and states based on socioeconomic and demographic information. Among various factors that

contribute to crime occurrence, the education and infrastructure level of the region potentially account for

relevant crime rates[3]. Additionally, income level also exerts a potential influence on social stability [4].

Methods

Data import and clean We import the original dataset—-County Demographic Information and create a

new variable CRM_1000(the crime rate per 1,000 population) as a target variable, and we transform the

type of the variable region to factor in R.

Data exploratory analysis The aim of this part is to understand the distribution of each variable and the

correlation of two variables and eliminate the effect of multicollinearity to satisfy the assumption of



independence. In order to visually show this information, we constructed a summary table for all

variables, a boxplot of the target variable, histograms of independent variables, and a correlation plot.

Model selection Aiming at selecting the most appropriate model, we applied forward, backward and

stepwise selection for comparison. Stepwise selection is finally utilized based on the effectiveness of AIC

value adjustment.

Model interaction Interactions occur when variables act together to impact the output of the process.

Use an interaction plot to show how the relationship between one categorical factor and a continuous

response depends on the value of the second categorical factor. On an interaction plot, parallel lines

indicate that there is no interaction effect while different slopes suggest that interaction might be present.

The more nonparallel the lines are, the greater the strength of the interaction. Based on our analysis, we

formed the interaction between the categorical variable and continuous variable, in which region is the

categorical variable. After forming an interaction and according to the model, we could use adjusted R^2

to compare models with different interaction terms and use ANOVA to confirm the large model is

superior to the original model without interaction.

Cross validation We divided data into 5-fold and built models using 4/5 of data while testing models

using the remaining repetitively. RMSE(root-mean-square-deviation)  and  R square of the finally

established models were evaluated to select the optimal. The model with lower RMSE indicates a smaller

deviation and a higher R square suggests better fitness of the model.

Model diagnostics In order to maximize the likelihood and stabilize the variance, we decided to use

box-cox transformation to transform non-normal dependent variables into a normal shape. After framing

the box-cox plot, we found an effective power transformation to achieve normal residuals. We built a new

model with the transformed value, graphed QQ plots with the original model and the new model, and

ultimately compared them to determine the optimal model. Then the outliers in the model are identified

by plotting the residuals vs leverage plots and calculating the Cook’s distance, which considers the

influence of the ith case on all fitted values. A threshold of Di > 1/110 is set to raise concern. Then, a

model without outliers is established and compared to the original model to indicate the influence of



outliers. The influential outliers will be eliminated in the final model. Finally, the multicollinearity is

double-checked with the VIF value of each variable (without interaction).

Results

Data exploratory analysis From the two tables (Table 1 and 2), we saw the mean and standard deviation

of  13 numeric variables and the frequency of the factor variable region. After plotting a boxplot to check

outliers of the target variable (Figure 1), we noticed four counties’ CRM_1000 are extremely high, whose

names are Kings, Dade, Fulton, and St.Loui respectively. These four outliers should be considered in the

subsequent analysis.

From 12 histograms of each numeric variable (Figure 2), we noticed that among them, the distribution of

5 histograms is right-skewed. Therefore, we performed a log transformation for these five variables(area,

pop, docs, beds, and totalinc). The improved distribution is shown in figure 3. In order to check

multicollinearity among independent variables, we construct a correlation plot (Figure 4) to help us

intuitively find the strength of the correlation of independent variables.From the correlation plot,we can

find independent variables like poverty(0.47), unemp(0.42), log_docs(0.443), log_beds(0.493) have a

high correlation with the target variable CRM_1000. In addition, we also notice that independent

variables like log_totalinc, log_beds, log_docs, and log_pop have a high correlation with each other. In

order to verify this, we perform a stepwise variable selection according to a general rule of thumb for

variance inflation factor(VIF): a value between 1 and 5 indicates a moderate correlation between a given

predictor variable and other predictor variables in the model, and a value greater than 5 indicates a

potentially severe correlation between a given predictor variable and other predictor variables in the

model. At last, we remove four variables log_totalinc, log_docs, bagrad, and log_beds ).

Model selection The model was constructed using stepwise selection and  8 variables (Table 3) are

included in the model. R square is reported as 0.5579 and adjusted R square is 0.5497, suggesting

acceptable fitness of the selected model.



Model interaction We made the interaction terms between the region and other variables and made the

interaction plot. From the plot (Figure 5), we could find that the interaction terms between the region and

pop18/pop65/log_pop were not significant so we removed them. The interaction between region and

poverty/log_area are significant so we left the two models with these two interactions separately. Also, we

were interested in the interaction between continuous variables and we kept the model with the interaction

term between poverty and log_pop from others because of the larger adjusted r^2. After selecting three

models, we used ANOVA to compare the original model and the other three adjusted models with

interaction, in which the original model is nested in model 1/2/3. Based on the information, we could

reject H0 and conclude that the larger model 1 and 3 are superior. We failed to reject H0 and conclude

model 2 is not superior.

Cross validation Two established final models were cross-validated by folding the data 5-fold and

testing the model using ⅕ of data. RMSE and R-squares of the two models were compared for evaluation.

The model with lower RMSE and higher R-square was selected as optimal due to smaller deviation and

better fitness(Table 5).

Model diagnostics We used box-cox transformation to compare whether the selected model needs to be

transformed to make the data more “normal”. We graphed a box-cox plot with the selected model [graph

10] and figured that the of the distribution is close to 0.5. Therefore, we chose to take the square root ofλ

the response value, the crime rate per 1,000 population. By comparing the residual vs fitted plots of the

new model and the original model, we saw that the interval of residuals is narrower in the original model

(Figure 11) than in the transformed model (Figure 12). When comparing the QQ plots of both models, we

found that the original model (Figure 13) had fewer outliers than the transformed model (Figure 14).

Overall, we concluded that the selected model was optimal enough and did not require further

transformation. To exclude the effect of outliers in this model, we calculated the Cook’s distance (D). The

result showed that three cases have extremely large Ds, among which one outlier has an extremely large

CRM rate (295.98, outlier of the CRM rate), another has extremely high poverty (36.3, outlier of the

poverty variable). Therefore, we excluded these two extreme outliers but kept the remaining. The updated



model showed a higher R-squared value (0.57 vs 0.54) which means the CRM rate is better explained by

the variables after excluding outliers from the model. The normality of the updated model is also verified

as improved in the QQ plots. Besides, no multicollinearity exists in the final model (all VIF < 5).

Model Interpretation Based on the above process, we finalized our model as a multivariable linear

regression model with interaction. Specifically, percent of the population aged 18-34, percent of the

population aged 65+, percent of the population below poverty level,  geographic regions, log

transformation of land area, and log transformation of the total population, together with the interaction

between poverty and total population, are included as the independent variable in the model. The crime

rate per 1,000 population is set as the dependent variable. All variables are significantly correlated with

crime rate (P<0.05, table 3), while only land area and percent below the poverty level are negatively

correlated with the crime rate.

Conclusions/Discussion

In conclusion, we established a multivariable linear regression model to predict the crime rate in the

country based on six populational variables. Interactions are also considered between poverty and regions,

which suggests that poverty in different regions may have different effects on crimes. Unconsidered

geographical and political reasons may contribute to this interaction process. It is also in accordance with

the model estimate result that the region factors showed the most significant relationship with crime rates.

The adjusted R2 is barely 0.56, which means this model can only explain 56% of the variance of the

dependent variable, a little lower than our expectation and cannot be a precisely predicted model. Through

our analysis, we have screened useful variables and built a complete model. In the next step, we want to

make our model more efficient through more extensive data and more variables. We want to study other

relevant factors that affect the crime rate in the region. By making assumptions, finding relevant data,

establishing models, and completing the analysis, our model will become more superior and extensive.



Figures and Tables

Figure 1: Distribution of CRM_1000

Figure 2: Distribution of  variables before log transformation



Figure 3: Distribution of  variables after log transformation

Figure 4: Correlation plot of all variables



Figure 5: Interaction plot between region and pop18

Figure 6: Interaction plot between region and poverty



Figure 7: Interaction plot between region and pop65

Figure 8: Interaction plot  between region and log_area



Figure 9: Interaction plot between region and log_pop

Figure 10: Box-cox plot of the selected model



Figure 11: Residuals vs fitted plot of the selected model



Figure 12: Residuals vs fitted plot of the transformed model



Figure 13: QQ plot of the selected model



Figure 14: QQ plot of the transformed model



Table 2 Frequency of Different Regions



Table 3 stepwise selection of multivariable linear regression model and correlated statistics

Table 4 Model Estimates of final multivariable linear regression model with interaction



Table 5 Cross validation of final multivariable linear regression model
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